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This paper presents an intelligent helmet recognition model in complex scenes based on YOLOv5. Firstly, in construction site
projects, consider that the photograph which needs to be identified has numerous problems. For example, helmet’s pixels are
too tiny to detect, or a large number of workers makes helmets appear densely. A SE-Net channel attention module is added in
different parts of the network layer of the model, so that the improved model can pay more attention to the global variables
and increase the detection performance of small target information and dense target information. In addition, this paper
constructs a helmet data set based on projects and adds training samples of dense targets and long-range small targets. Finally,
the modified mosaic data enhancement reduces the influence of redundant background on the model and improves the
recognition accuracy of the tiny target. The experimental results show that in the project, the average accuracy of helmet
detection reaches 92.82%. Compared with SSD, YOLOv3, and YOLOv5, the average accuracy of this algorithm is improved by
6.89%, 8.28%, and 2.44% and has strong generalization ability in dense scenes and small target scenes, which meets the
accuracy requirements of helmet wearing detection in engineering applications.

1. Introduction

The working environment of the construction site is com-
plex and full of danger, and the workers are very vulnerable
to injury in the process of work. Therefore, it is essential for
workers on the construction site to wear safety protection
equipment. In actual work, manual supervision is usually
used to judge whether workers wear safety helmets. There-
fore, there are problems such as wide operation ranges of
constructors and failure to track and manage all workers in
time at the construction site [1–5]. Automatic monitoring
based on video stream is conducive to on-site real-time
monitoring.

Traditional target detection usually adopts manual fea-
ture selection and designs and trains classifiers according
to specific detection objects. This method has strong subjec-
tivity, complex design process, and poor generalization abil-
ity and has great limitations in engineering application.

Therefore, many researchers are committed to the possibility
of combining a domain model with an actual construction
site scene. In 2015, Redmon et al. [6] proposed a one-stage
detection model YOLO (You Only Look Once), which
abstracted the detection task as a regression problem for
the first time. In 2016, Liu et al. [7] proposed an SSD (single
shot multibox detector) detection algorithm and introduced
a multiscale detection method, which can effectively detect
groups of small targets. In 2018, Redmon and Farhadi [8]
further proposed You Only Look Once version 3. The model
uses the Feature Pyramid Network (FPN) method to
integrate three feature maps of different sizes for detection
tasks, which significantly improves the detection effect of
small-size targets. In 2020, Bochkovskiy et al. [9] proposed
YOLOv4 (You Only Look Once version 4). The model
selects CSP (Cross Stage Partial) darknet-53 as the backbone
network and uses PAnet (path aggregation network) method
to replace the FPN algorithm in the YOLOv3 network,
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which greatly improves the detection accuracy of the model.
In 2020, Usman et al. [10] proposed YOLOv5 (You Only
Look Once version 5), which adds a focus structure to the
backbone network to achieve the best balance between speed
and accuracy.

Nowadays, a large number of scholars have carried out a
series of related research on helmet detection. In 2016,
Rubaiyat et al. and Silva et al. [11–14] combined the fre-
quency domain information in the image with the Histo-
gram of Orientation Gradients (HOG) algorithm to detect
the human body and then used the Circle Hough Transform
(CHT) to detect the helmet. In 2017, Li [15] uses a visual
background extractor (Vibe) algorithm to locate the human
body, then used the convex algorithm to detect the head, and
finally combined the HOG algorithm and SVM to realize the
helmet wearing detection. In 2018, Hao and Jza [16]
proposed a hybrid descriptor composed of Local Binary
Patterns (LBP), Color Histograms (CH), and Hu Moment
Invariants (HMI) to extract helmet features and then con-
structed Hierarchical Support Vector Machine (H-SVM) to
classify helmets. Due to the complex environment, the detec-
tion accuracy of helmet wearing is low at this stage, which
does not meet the monitoring requirements of the actual
production environment.

In this paper, we use two kinds of targets, construction
workers wearing safety helmets and construction workers
without safety helmets, which are taken as the detection
tasks. A total of 26491 pictures are collected from the online
collection and operation site for preprocessing, the safety
helmet detection data set is constructed, and the YOLOv5
network model is selected as the basic model. The main con-
tributions of this paper are as follows:

(1) A helmet data set based on an engineering project is
constructed, and the training samples of dense tar-
gets and long-range small targets are added. The
data-enhanced mosaic is optimized to reduce useless
boundary information and improve the robustness
of the model

(2) After the C3 module of the YOLOv5 backbone net-
work and neck layer, the SE-Net channel attention
module is introduced to collect global information
in the feature extraction stage to improve the effect
of small target helmet detection

(3) By introducing pixel IoU, the problem of an inaccurate
positioning frame is solved, and the sensitivity of loss
value to the processing dimension frame is improved

The experimental results show that the mean average
precision (mAP) of the optimized model algorithm is signif-
icantly improved to meet the detection requirements in the
construction scene.

2. Materials and Methods

2.1. Principle of the YOLOv5 Algorithm. The YOLOv5 net-
work structure is divided into input, backbone, neck, and
prediction according to the processing stages, as shown in

Figure 1. The input part completes basic processing tasks
such as data enhancement, adaptive picture scaling, and
anchor box calculation. As the backbone network, the back-
bone mainly uses CSP structure to extract the main informa-
tion in the input samples for subsequent stages. The neck
part uses FPN and pan structure and uses the information
extracted from the backbone part to strengthen feature
fusion. The prediction section makes a prediction and calcu-
lates the GIOU_Loss value such as loss (see Figure 1).

2.2. SE-Net Attention Module. An attention mechanism
comes from the way the human brain processes visual infor-
mation. By rapidly observing the global information of the
image, human beings find out the candidate area that needs
to be focused, that is, the location of the focus, and will focus
on this area to extract more detailed information of the tar-
get [17]. Because of its powerful and effective expression, it
has been widely used in deep learning, especially in deep-
seated high-performance networks [18] (see Figure 2).

Firstly, for the feature map with channel number C, each
channel contains different feature information. During fea-
ture extraction, the convolution layer mainly calculates the
feature information of adjacent positions of each feature
map without considering the correlation mapping between
channel information [19]. Because the image resolution of
small target helmet is low and the pixel value and channel
characteristic information are limited, it is necessary to
strengthen the training of relevant channel characteristic
information in the training process. References [20–26] fully
demonstrate that the attention module of the SE-Net chan-
nel can optimize the learning of specific categories of feature
information in a deep-seated network. And the module is
also a plug and play module, which is usually applied behind
the convolution module. Therefore, we add the SE-Net
channel attention module behind the C3 module of the neck
detection layer of the YOLOv5 network; that is, after the
detection layers of different scales, we add the SE-Net mod-
ule, respectively, by establishing feature mapping relation-
ship between channels; the network makes full use of these
global information and gives higher weight to the channel
feature information of small targets. So as to better fit the
relevant characteristic information between small target
channels, ignore and suppress useless information, and
finally make the model focus on training the specific cate-
gory of small target helmet.

2.3. Loss Function Improved. The types of loss functions
commonly used in YOLO series algorithms are GIoU, DIoU,
and CIoU. The evolution from GIoU to CIoU makes the
regression loss more accurate and the target frame regres-
sion more stable. However, it is found that the above three
types of loss functions will cause the problem of an inaccu-
rate positioning frame for targets with a high aspect ratio
and dense targets; in order to solve this problem, the pixel
IoU (PIoU) function [27] is introduced.

By introducing a rotation parameter, the loss function
can frame the target more compactly. In order to accurately
calculate the target intersection union ratio, the loss function
calculates the target IoU by pixel counting, which makes the
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loss value sensitive to the size, position, and rotation of the
processing label box. The calculation formula of PIoU loss is

LPIoU = −
1
Mj j

� �
〠

b,b‘ð Þ∈M
lnFPIoU b, b‘

� �
: ð1Þ

In the formula, M is the set of all positive samples and
jMj is the number of positive samples. b is the ground truth,
and b‘ is the target box. The calculation formula of the PIoU
function is

FPIoU b, b‘
� �

= Sb∩b‘
Sb∪b‘

: ð2Þ

In the formula, Sb∩b‘ and Sb∪b‘, respectively, represent the
number of pixels in the intersection of target b and target
frame b‘ and the number of pixels in the union after being
processed by the loss function kernel function.

2.4. Network Layer Adds SE-Net. In the small target detec-
tion task, with the gradual increase in the number of net-
work layers, the collectable small target feature information
is also gradually weakened, so it is easy to cause false detec-
tion and missed detection of small targets by the network
model. The SE attention module itself uses the global aver-
age pool and other frequency components to enhance the
features in the feature map, so that the network can
strengthen the easy view learning of the target features in
the training process. However, at this stage, no research
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Figure 1: Basic framework of the YOLOv5 network structure, including input, backbone, neck, and prediction.

X X

Ftr

U

H'

W'W'

C' C

W

H

C

W

H

~

Figure 2: SE-Net structure diagram. Fsq is the squeeze, Fex is the excitation, and Fscale is the scale.
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shows that the SE attention mechanism module should inte-
grate which location of the network can effectively improve
the detection efficiency.

Inspired by References [28–33], this paper integrates the
SE attention module into different positions of the network
model and studies the detection results. According to the
structure of the YOLOv5 network model, the SE attention
module is fused in the backbone network and neck of
YOLOV5. Since the SE module performs feature enhance-
ment in important channels and spatial locations, the SE
attention module is fused to each feature fusion area in the
above two parts, respectively, resulting in two new network
models based on the YOLOv5 algorithm: SE-backbone and
SE-neck. Figure 3 shows the specific location of the SE atten-
tion module fusion network.

The experimental comparison of adding the SE attention
module in two different positions is shown in Table 1. It can
be concluded that after the SE-Net module is integrated into
the backbone network of YOLOv5, the detection accuracy of
small targets is significantly improved, which can effectively
improve the detection effect of the network on small target
objects, and the mean average precision (mAP) is increased
by 3.3 percentage points. After the SE-Net module is inte-

grated into the neck module of YOLOv5, the performance
of the model is not improved; on the contrary, the map is
also reduced. This paper holds that the reason why the SE-
Net module is fused to different positions in the model to
produce different experimental results is that although the
semantic information in the backbone network is not rich,
it still implies the texture information and contour informa-
tion that are easy to be ignored in the middle and low layers
of the target. The fusion of the SE-Net module in the back-
bone network can better fuse the spatial features and chan-
nel features of small targets in the feature map, so as to
enhance the feature information. In the deeper neck and
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Figure 3: (a) Adding SE-Net in the YOLOv5 backbone layer. (b) Adding SE-Net in the YOLOv5 neck part. SE (128) means that this layer’s
input size is 128.

Table 1: Ablation results.

Name P% R% mAP%

YOLOv5 91.613 91.494 89.813

SE-backbone 93.433 94.087 91.104

SE-neck 94.37 93.858 90.729

SE-neck+mosaic 95.023 93.522 91.761

SE-backbone+mosaic 95.518 94.776 92.827
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prediction module of the network, because its feature map
has richer semantic features, a smaller feature map, and a
huge receptive field, the SE net module has difficulty distin-
guishing important spatial features and channel features.

2.5. Mosaic Improvements. Mosaic, the data enhancement
method in the YOLOv5 algorithm, is very practical. The
basic principle is to randomly select four pictures: first cut
them randomly, then splice them on one picture clockwise,
and finally scale them to the set input size, which is intro-
duced into the model as a new sample. This enriches the
background of targets, increases the number of small targets,
and achieves the balance between targets of different
scales [34].

The data set in this paper is divided into two categories:
helmet and head. The total amount of data is also relatively
small compared with the coco data set, with only more than
20000 pieces. Due to the particularity of safety helmet pic-
tures on the construction site, the targets to be identified
are often not in the center of the picture. Random cutting
has a high probability to cut the targets, so that there is only
background in the input picture samples, and this will make
the spliced pictures have more black-and-white boundaries,

which will lead to a large amount of useless feature informa-
tion in model training and affect the convergence speed of
the model [35].

Different from the coco data set, most of the images in
the data set in this paper come from the frames taken from
the video stream, and the size of the images is consistent
with that of the pixels. Therefore, according to the character-
istics of the data set, this paper improves the mosaic data
enhancement method. Firstly, the number of mosaics is
changed from 4 to 16, and then, the judgment conditions
are added to ensure as little useless area as possible, and
these filled black-and-white boundaries are at the edge of
the image. As shown in the figure, the optimized original
mosaic has a large area of blank filling, and the improved
picture has a small area of blank filling (see Figure 4).

The performance comparison of the two methods is
shown in Table 1. It can be seen that the accuracy of the
improved model remains basically unchanged, but the recall
and average accuracy of the improved model are increased
by 2.08% and 1.71%, respectively.

The comparison of test results is shown in Figure 5.
Figure 5(a) is the original model test diagram, and
Figure 5(b) is the improved model test effect diagram.

(a) (b)

Figure 4: Compare two mosaics: (a) having huge blank filling; (b) improved picture having much small area of blank filling.

(a) (b)

Figure 5: Improved mosaic result: a blocked helmet is detected in (b).
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Figure 5 shows the helmet image of densely occluded small
targets. It can be seen from the observation that compared
with the original model, the improved model detects the tar-
gets wearing safety helmets. It shows that the improved
model has strong robustness in these scenarios (see
Figure 5).

3. Results and Discussion

3.1. Data and Training Setting. The results and discussion
may be presented separately or in one combined section
and may optionally be divided into headed subsections.

The main source of open-source helmet data set on the
network is SHWD (Safety Helmet Wearing Dataset) [36],
and most scenes are monitoring images of students in class.
The data set deviates greatly from the standard site scene
data set. Therefore, this paper expands the data set. The
images mainly come from the site video stream frame cut-
ting and handheld device shooting. The data collected
include two types: workers wearing safety helmets and
workers not wearing safety helmets in different site environ-
ments. In order to increase the diversity and robustness of

the training set, some baseball caps, hard hats, and other
data are added to increase the generalization ability of the
model (see Figure 6).

The data set finally obtained in this paper has a total of
26491 pictures, of which the specific information of the targets
wearing and not wearing helmets in this data set is shown in
Table 2. The data set contains a variety of construction scenes,
which can fully reflect the real construction scenes.

This paper is based on Linux, Ubuntu 18.04, and GeForce
3090 with 24GPU video memory, the CUDA version is 11.2,
and pytorch is selected as the framework. The data set is ran-
domly divided into a training set, verification set, and test set
according to the ratio of 8 : 1 : 1, batch size = 32, epoch = 300,
and LR = 0:01.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6: Helmet sample: (a) dark light; (b) small targets; (c, d) real environment; (e) interference term; (f) dense term; (g) dense
interference term; (h) helmet and without helmet.

Table 2: Data set.

Type Picture number Box number

Hat 13428 45969

Head 14815 220453

Sum 26491 266422

6 Advances in Mathematical Physics



Train/box_loss Train/obj_loss Train/cls_loss Metrics/precision Metrics/recall

Val/box_loss Val/obj_loss Val/cls_loss Metrics/mAP_0.5 Metrics/mAP_0.5:0.95

0.08

0.07

0.06

0.05

0.054
0.052
0.050
0.048
0.046
0.044

0.0190
0.0185
0.0180
0.0175
0.0170
0.0165

0.0020

0.0015

0.0010

0.0005

0.96
0.94
0.92
0.90
0.88

0.60

0.55

0.50

0.45

0.026

0.024

0.022

0.020

0.006
0.005
0.004
0.003
0.002
0.001

0.95
0.94
0.93
0.92
0.91
0.90

0.925
0.900
0.875
0.850
0.825
0.800

0 200 0 200 0 200 0 200 0 200

0 200 0 200 0 200 0 200 0 200

(a)

Train/box_loss Train/obj_loss Train/cls_loss Metrics/precision Metrics/recall

Val/box_loss Val/obj_loss Val/cls_loss Metrics/mAP_0.5 Metrics/mAP_0.5:0.95

0.0190
0.0185
0.0180
0.0175
0.0170
0.0165

0.054
0.052
0.050
0.048
0.046
0.044

0.0020

0.0015

0.0010

0.0005

0.08

0.07

0.06

0.05

0.026

0.024

0.022

0.020

0.96

0.94

0.92

0.90

0.96
0.94
0.92

0.88
0.90

0.006
0.005
0.004
0.003
0.002
0.001

0.925
0.900
0.875
0.850
0.825
0.800

0.625
0.600
0.575
0.550
0.525
0.500
0.475

0 200 0 200 0 200 0 200 0 200

0 200 0 200 0 200 0 200 0 200

Results

(b)

Figure 7: Model training loss diagram: (a) origin YOLOv5; (b) our model.

Figure 8: Characteristic thermodynamic diagram. Our model can capture small and dense targets.
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3.2. Experimental Results. The model training loss diagram is
compared as follows (see Figure 7), and the thermal diagram
of our model is printed. It can be seen that the optimized
model can put forward the characteristics of small goals
and secret script goals (see Figure 8).

It can be seen from the figure that our model can capture
the long-distance recognition targets in the image according
to the characteristics of the pictures taken by the camera.
The midpicture describes the feature map of the original fig-
ure. It can be concluded that our model well distinguishes
between foreground and background and increases the fea-
ture capture of small and microtargets.

From the measured results of some site pictures, it can be
seen that the optimized model in this paper improves the
detection effect of small targets and dense targets and is suit-
able for many different actual scenes (see Figure 9).

At the same time, this paper also compares the opti-
mized model with the mainstream target detection model.
The results are shown in Table 3.

The experimental results show that this algorithm can
effectively improve the detection accuracy of safety helmets
and construction workers without safety helmets. The aver-
age detection accuracy of this algorithm for construction
workers wearing safety helmets is 94.77%, and the mean
average precision (mAP) is 92.82%, which is much higher
than those of the YOLOv5 and SSD. Compared with SSD,
YOLOv3, and original YOLOv5, this algorithm has a certain

improvement in accuracy and mAP. This shows that this
algorithm performs well in the accuracy of helmet wearing
detection and can meet the accuracy requirements of helmet
detection in complex working environment.

4. Conclusions

In order to improve the shortcomings of existing helmet
algorithms in dense target and small target scenarios, a
YOLOv5 algorithm is proposed in this paper. Through
the SE-Net attention module and improved data enhance-
ment method, the detection effect of the model for small
target helmets is improved, the loss function is optimized,
and the generalization ability of the model in dense
scenes is increased. Through comparative experiments,
compared with the original YOLOv5 model, the improved
model reduces the missing detection of helmet and
improves the classification confidence score. The experi-
mental results show that this algorithm can obtain better
detection accuracy and basically meet the accuracy
requirements of helmet wearing detection in complex
construction scenes.

Data Availability

The data set includes corresponding pictures and labels, and
the file size is 2GB. Data used to support the findings of this
study are available from the corresponding author upon
request.
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Figure 9: Detection pictures. Use for different work environments. Good at detecting small and dense targets.

Table 3: Comparison of results of multiple detection models.

Name mAP (%) Speed (s) Params (M)

SSD 85.39 0.11/picture 570.4

YOLOv3 84 0.06/picture 340.7

YOLOv5 89.84 0.03/picture 269.8

Ours 92.82 0.04/picture 266.1
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