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ABSTRACT 
 

Climate and yield prediction are the most important and challenging tasks in modern agriculture 
during the climate change era. In general, climate and yield are mostly non-linear and highly 
complicated. India is an agricultural country and most of its economy depends upon agriculture 
therefore early prediction of climate and yield is necessary for the planned economic growth of our 
country. This research identifies superior forecasting models of Autoregressive Integrated Moving 
Average (ARIMA) as well as Artificial Neural Network (ANN) for predicting future climate and 
chickpea yield. Historical data for the climate and crop were used (1996-2020) and forecasting was 
done for the next 5 years (2020-2025). By using, RMSE and R

2
 statistical tools simultaneously, the 

predictive accuracy of ARIMA and ANN models was compared. By comparing the R
2 

values of 
ARIMA (0.591) and ANN (0.96), this study reveals ANN models can be used as more accurate 
forecasting tools to predict the future climate as well as yield, enabling timely agricultural 
management. 
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1. INTRODUCTION 
 
The yield of a crop is dependent on various 
technological, biological, and environmental 
aspects. Among various environmental aspects 
soil fertility, topography, water quality, and 
climate plays a important role in yield and growth 
of the plant. Climate change is majorly influenced 
by changes in temperature and rainfall. For 
assessing the impact of climate on crop yield 
various statistical models and methods are being 
used such as ARIMA, ANN, Seasonal Auto-
Regressive Integrated Moving Averages 
(SARIMA) for interpreting the relation between 
climate and crop yield. ARIMA modeling was 
developed by Box-Jenkins which is used for 
predicting future values based on present trends. 
This is used in analyzing and forecasting weather 
and climate-based parameters in meteorological 
studies. ANN modeling utilizes to processing of 
the brain for developing algorithms that will be 
used to model complex patterns and predict 
problems. It allows the non-linear complex 
relations between the response variable and its 
predictors. It also compares the efficiency of 
models in fitting and future prediction. In present 
study, time series analysis on climate and yield 
parameters of chickpeas was analyzed and 
forecasted by using ARIMA and ANN models.  
 
Chickpea (Cicer arietinum) is a member of the 
legume, pea, or pulse. It is a cool season crop, 
grows mainly in semiarid environments [1]. 
Chickpea is the second most important legume 
crop after the common bean . Estimating the 
yield parameters of chickpeas is very important, 
so in this connection, the present study was used 
for estimating the climate and yield parameters 
by using ARIMA and ANN. A several research 
has done using time series models such as Multi 
Linear Regression (MLR), Autoregressive 
Moving Average (ARMA), ARIMA, and SARIMA 
[2-4] (Muhamad Safiih et al. 2017). On the other 
hand, ANN is nonlinear and it is mainly depend 
upon the neurons. It can calculate the 
approximate value. Interest in the use of ANNs 
for developing climate change prediction models 
has increased in recent years due to ever-
changing climate patterns in the world [5-8]. 
ANNs are computer systems inspired by 
biological neural networks to model relationship 
between independent and dependent variables. 
Hence, ARIMA and ANN are the most utilized 
technologies for data mining. The use of these 
models was capture the patterns of data and 
improving prediction accuracy [9]. Hence, we 

conducted our study with the following 
objectives: 
 
o Forecasting of climatic parameters 

(maximum temperature, minimum 
temperature, and rainfall) using ARIMA. 

o Time series (ARIMA) forecasting for the 
yield of chickpea in Prayagraj. 

o To compare ARIMA and ANN models for 
chickpea yield prediction, based on 
climatic parameters as independent 
variables. 

 

2. MATERIALS AND METHODS 
 
In the present study, the climate prediction of the 
ARIMA model for time series analysis and ANN 
were used for forecasting algorithms based on 
the past values of the time series to predict the 
future values [10-15]. 
 

2.1 Study Area 
 
Prayagraj is a district in the central plains of 
southeastern Uttar Pradesh. The city is situated 
at the confluence of the two rivers – Ganga and 
Yamuna. It lies between the parallels of 24º 47’ 
North latitude and 81º 19’ East longitudes. Due 
to unpredictable climate change and rapidly 
changing rainfall patterns, the city faces frequent 
floods. 
 

2.2 Data Collection 
 
The historical data for rainfall, minimum and 
maximum temperature were obtained from Indian 
Meteorological Department (IMD) for the years 
(1996-2020). The yield data was taken from 
ICRISAT. 
 

2.3 Software Used 
 
In this study, we used two software programs, 
SPSS for ARIMA and MATLAB for ANN.  
 

2.4 Time Series Forecasting  
 
It is the technique of data science to predict 
based on historical data. Time series forecasting 
isimportant in prediction of Machine Learning 
(ML). ML methods such as Support Vector 
Machines, Neural Networks, and Regression, be 
applied to it. Forecasting was done by historical 
data and using them to predict future 
observations. 
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2.5 Process of Time Series Forecasting  

 
The Box-Jenkins Model forecasts data using 
mainly three principles: Auto Regression (AR), 
Differencing (I) and Moving Average (MA). These 
three principles are known as p, d, and q, 
respectively. 
 

a) Ensuring stationarity (d) 
b) Identification of AR(p) and MR(q) 
c) Estimations using appropriate p, d. q 

values 
d) Remove seasonality 

e) Selecting the best seasonal ARIMA model 

 
2.6 ANN  

 
The ANN is a deep learning method that                  
arises from the concept of the human brain's 
Biological Neural Networks. MATLAB (R2021a) 
was used to develop to predict the monthly 
minimum and maximum temperature and rainfall. 
In input variables of algorithms were used 
monthly rainfall and temperature and the target 
variable of the algorithm was used yearly yield 
data. 

 

 
 

Fig. 1. Arima model flow chart 
 

 
 

Fig. 2. Artificial Neural Network (ANN) architecture with input, hidden layer, and output 
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In Fig. 2, ANN models are the extreme 
simplification of human neural systems. An ANN 
comprises of computational units analogous to 
that of the neurons of the biological nervous 
system known as artificial neurons. Mainly, the 
ANN model constitutes of three layers, viz., input, 
hidden, and output. Each neuron in the nth layer 
is interconnected with the neurons of the (n + 
1)th layer by some signal. Each connection is 
assigned a weight. The output may be calculated 
after multiplying each input with its corresponding 
weight. 
 

Z = W0 + W1X1 + W2X2 + … + WnXn                 (1) 

 
The creation of the ANN predictive model (in 
MATLAB software) involves the following 
aspects: 
 

(i) Creating the network of ANN mainly 
consisit of input,hidden layer and 
output neurons. 

(ii) Export the input and target to work 
shop. Use command as “nntool” or 
“nnstart” in command window.In data 
manager we import the input data and 
target data. 

(iii) We created new neural network model 
i.e., feed backward propogation which 
was best fit for the collected data. 
Purelin function was used as it showed 
good and accurate results compare to 
other. The purpose of feedforward 
neural networks is to approximate 
functions. There is a classifier using 
the formula y = f* (x). 

(iv) In the next step, we train the network, 
if the values are not good. We 
retrained the network for good 
accurate value in the regression graph 
for making the models as best fit for 
further validation. 

(v) After that we use stimulation of 
network after stimulate the network 
then the output will came. The                   
time-series data set for 25 years was 
divided into training (70%),                     
testing (15%), and validation                         
(15%).  

(vi) Training , Validation , and testing are 
three main aspects of ANN.  

(vii) The training set is used for the training 
of the algorithm. A validation set is 
used for accuarate of the model and to 
calculate the efficiency of the algorithm 
in terms of R-square and Root mean 
squared error (RMSE). 

 

3. RESULTS AND DISCUSSION 
 

3.1 ARIMA 
 
The rainfall and temperature data were taken 
from 1996-2020. The Rainfall, max temperature 
and min temperature data were separately 
analyzed using different ARIMA models in SPSS 
statistical package. Then retrend the data to 
make it stationary, and then we choose possible 
values of p and q which we can adjust as model 
fitting progresses. And ACF (and PACF graphs 
are shown in Figs. 3-5. 

  

 
Fig. 3. ACF and PACF values of maximum temperature 
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Fig. 4. ACF and PACF values of minimum temperature 
 

 
 

Fig. 5. ACF and PACF values of Rainfall 
 

Table 1. Best fitted models of ARIMA 
 

ARIMA Best fitted Models 

Rainfall (0,0,0) (1,1,1) 
Maximum Temperature (1,0,0) (0,1,1) 
Minimum Temperature (1,0,1) (1,1,0) 

 
After deciding the parameters p, d, and q 
evaluation of the model with fit statistics are 
required to quantify the performance. Some of 
the statistical measures are RMSE (Root Mean 
Square Error), MAPE (Mean Absolute 
percentage errors), and MAE (Mean Absolute 
Error). The values of these errors should be 
minimum for better performance of the model. 

3.2 Model Validation and Forecasting 
 
The best performed and predictive ability of the 
models are choosen the observed values, and 
predicted values were shown in Fig. 6. The 
graphs shows that the predicted values are well-
fitted through the observed data. There is a slight 
over-prediction in March 2000, May 2004, and 
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November 2016 as compared with the original 
data. The rest of the predicted values are well-
fitted through the original data. The ARIMA 
model is used to forecast rainfall in Prayagraj 
upcoming 5 years (2021-2025). 
 
The best perfomed and predictive ability of the 
models are choosen, the observed values, 
predicted values, and fit values were plotted and 
displayed in Fig. 7. And the predicted values are 
well-fitted through the original data. This 
indicates that the models chosen for the 
maximum temperature series are the best-fitted 
ones for the Prayagraj. The ARIMA model is 
used to forecast rainfall in Prayagraj for the 
upcoming 5 years (2021-2025). 

 
The best perfomed and predictive ability of the 
models are choosen, the observed values, 
predicted values, and fit values were plotted and 
displayed in Fig. 8 slight over can be seen in 

January 2017 as with the original data. Rests of 
the predicted values are well-fitted to the original 
data. This shows that the model chosen for the 
minimum temperature series are the best-fitted 
model for Prayagraj. The ARIMA model is used 
to forecast the minimum temperature in 
Prayagraj for the upcoming 5 years              
(2021-2025). 
 

3.3 Diagnostic Analysis 
 
After finding the three parameters p, d, and q 
calculate the model with fit statistics are               
required to quantify the performance of the 
forecast within its acceptable limits. Some of the 
statistical measures are RMSE (Root Mean 
Square Error), MAPE (Mean Absolute 
percentage errors), and MAE (Mean Absolute 
Error). The values of these errors should be 
minimum for better performance of the                 
model. 

 

 
 

Fig. 6. Observed and fitted values of rainfall series 
 

 
Fig. 7. Observed and fitted values of maximum temperature series 
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Fig. 8. observed and fitted values of minimum temperature series 

 
Table 2. Forecasting accuracy statistics 

 

 Parameters Rainfall model 
 Arima (0,0,0)(1,1,1,) 

Arima model  
Maximum 
temperature 
 (1,0,0) (0,1,1) 

Arima model 
Minimum 
temperature 
 (1,0,1) (1,1,0) 

Stationary R-squared 0.501 0.551 0.464 
R- squared 0.497 0.908 0.927 
RMSE 85.508 1.812 1.929 
MAPE 337.466704 4.134 8.069 
MAE 44.989 1.324 1.314 

 

3.4 Forecasting of the Annual Yield of 
Chickpea by using the Arima Model  

 
ARIMA model was used to forecast the yield of 
chickpea. Data used for model building is from 
the year 1996-2020. The data from 2021-2025 is 
used for cross-validation of the selected model. 
The yield data were separately analyzed using 
different ARIMA models in SPSS statistical 
package.To make data non stationary to 
stationary differencing was done. The ACF and 
PACF shows the values of q and p that would be 
suitable for a yield of chickpea are q=0 and p=0, 
Thus the Arima model that was found to be best 
fitted for a yield of chickpea is (0,1,0). 
 

After finding the parameters p, d, and q evaluate 
the model with fit statistics are required. 
 

3.5 Residual ACF and Residual PACF 
 

The Fig. 9 are showing the residual ACF and 
PACF of yield. From the time plot of the residuals 
against time, we can see that there is no obvious 
pattern in the plot except for a possible outlier is 
independent. That is, ARIMA (0, 1, 0) is 

adequate for modeling the log-transformed yield 
data in PRAYAGRAJ. 
The best fitted and predictive models are chosen, 
observed values, predicted values, and fit values 
were plotted in Fig. 10. slight over can be seen in 
January 2014 as with original data. Rests of the 
predicted values are most accurate through the 
original data. This indicates that the models 
chosen for yield data are the best-fitted ones for 
Prayagraj. The ARIMA model is used to forecast 
yield in Prayagraj for the upcoming 5 years 
(2021-2025). 
 

3.6 Comparison of ARIMA and ANN 
 
3.6.1 ARIMA 
 
Based on yearly production data and monthly 
climate parameters were used to calculate 
ARIMA model. Here we take independent 
variables such as temperature, rainfall, and 
dependent variable as a yield. And the best fitted 
ARIMA model is (0,0,1) among all other ARIMA 
models. This has the R-Square value which is 
0.591 with an RMSE value of 159.632. Among all 
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models, ARIMA (0,0,1) is the best-fitted model 
for forecasting the future yield. 
 

3.7 ANN (Artificial Neural Network) 
 
In Prayagraj, timely sowing of chickpea crops 
was done in September month, hence monthly 

climate from September-November was taken for 
the study. And yearly wise 25 years (1996-2020) 
data was taken. Here independent variable 
(input) was taken as (maximum temperature, 
minimum temperature, rainfall), and the 
dependent variable (target) was taken as              
yield.  

 

 
 

Fig. 9. Residual ACF and PACF of yield 
 

 
Fig. 10. Observed and fitted values of yield data 

 
Table 3. Forecasting of yield parameters 

 

Parameters Forecasting of Yield Arima model (0,1,0) 

Stationary R-squared -2.220E-16 
R- squared -.025 
RMSE 246.079 
MAPE 24.748 
MAE 194.370 
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Fig. 11. Observed and fitted values of ARIMA 
 

 
 

Fig. 12. Observed and fitted values of ANN 
 

 
 

Fig. 13. Neural network training regression graph 
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Table 4. Forecasting parameters for ARIMA and ANN 
 

Model RMSE R
2
 value 

ARIMA 159.632 0.591 
ANN 66.716 0.96 

 

 
 

Fig. 14. Observed and forecast values of Chickpea yield by ARIMA and ANN 
 
The ANN was trained with 70% of target data 
and 15% of data were used to validate and 15% 
of data was used for testing. In addition, 10 
hidden neurons and 2 delays were used in the 
network. The details are shown in Fig. 10. 
Performance of each training algorithm in 
predicting the atmospheric temperatures was 
using the Mean Squared Error (MSE) and the 
correlation coefficient (R). 

 
On similar data set, the ANN model was used. 
After a lot of training the best fit model of the 
ANN is with the R - Square value of 0.960 and 
RMSE value of 66.716. 
 

3.8 Comparison of ARIMA and ANN 
 
For comparison purposes, the training and 
testing performance of the ANN and ARIMA 
model were used. The ARIMA and ANN 
forecasts are close to actual values. It shows that 
both approaches work well for chickpea 
forecasting. Empirical results of two different 
models clearly reveal the efficiency of the ANN 
model. It shows ANN models are the best fit 
when compared to the ARIMA model.  

 
In the work, it is clearly reveals that ANN is the 
best fit model for forecasting the impact of 
climate change in the Prayagraj district. ANN 
models always have the highest R-Square value 

and low RMSE than all other models so ANN is 
the best model to fit. From the graph, it could be 
observed that the yield parameter was more 
accurate with the ARIMA model when compared 
with the ANN model. 
 

4. CONCLUSION 
 
Rainfall and temperature are the main factors for 
climate prediction. The ARIMA and ANN 
forecasts are close to the actual value. It shows 
that both of the approaches work well for 
chickpea forecasting. Based on the results we 
concluded ARIMA models are not always 
adequate for the time series data. It is mainly 
seen from the comparison of the R – Square 
value and RMSE of the models. It reveals that 
ANN is the best fit model for forecasting the 
impact of climate change in the Prayagraj district. 
ANN models always have the highest R-Square 
value and low RMSE than all other models so 
ANN is the best model to fit. Various models of 
ARIMA was used for predicting the climate 
change and crop yield of Chickpea and the best 
predicted model was 0.591. When Compared 
with the results of ARIMA and ANN for climate 
change and crop yield. ANN is accurate to 
predict the future values. From the graph, it could 
be observed that the yield parameter was more 
accurate with the ARIMA model when compared 
with the ANN model. 
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